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Abstract. Generalized uncertainty relations based upon Fourier transforms of both discrete and
continuous functions are briefly reviewed. We extend these results in order to establish discrete
versions of the angular momentum uncertainty relations, based §ip@8) transformations.
Possible applications in qguantum signal processing and computations are briefly discussed.

1. Introduction

Itis well known that the familiar Heisenberg uncertainty relation for momentamnd position
q, given by

1)

can be viewed as a direct consequence of Fourier analysis. That is, a function and its Fourier
transform cannot both be highly concentrated. Physically, this implies that the less the
uncertainty ing, the greater the uncertainty jn and conversely [1]. Here, the relation (1) is

a variance-based uncertainty, whereby the expressipm equation (1) above is understood

to be the standard deviation, defined by

Aq =/(¥I(g = gp)*l¥) )

with gy = (¥|q|y) for some normalized state vectar).

Since Heisenberg’s intuitive, physically motivated derivation of the uncertainty relations,
a number of other approaches to such relations have been pursued. For example, in the
information theoretic (or entropic) uncertainty relations, as discussed briefly below, one
associates the Shannon information entropy to the measure of uncertainties. Another attractive
approach is the quantum extension of the classical €raRao0 inequality for parameter
estimation [2, 3]. This approach does not require the association of self-adjoint operators to the
parameters, therefore yields results more general than the standard uncertainty relations in the
sense that a large variety of physically important measurements can be treated systematically.

Although these alternative, variance-based approaches resolve some of the difficulties in
obtaining various types of uncertainty relations within the conventional description of quantum
mechanics, it is not obvious whether one can thereby recover operator uncertainty relations
[4] such as those concerning angular momentum. Also, the assignment of uncertainty to
discrete outcomes of the measurements of observables, such as spin or angular momentum,
has remained an open problem up to now.
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Recently, however, Donoho and Stark [5] provided, in the setting of signal processing
analysis, uncertainty relations involving discrete Fourier transforms. In this paper, we first
briefly outline, as a comparison, the results from entropic uncertainty relations. These results
are of considerable interest in their own right since in some circumstances they are ‘stronger’
than the conventional Heisenberg relations. We then briefly present the results that have
been obtained on generalized uncertainty relations arising in connection with Fourier analysis.
These notions are then extended in order to obtain new discrete versions of angular-momentum
uncertainty relation, one of which takes the form

NiN, 2 2j+1 (3

wheren; is the number of nonzero components of the angular momentum for g gairticle
in theith direction.

2. Entropic uncertainty relations

In guantum theory, any single observable or a commuting set of observables can in principle
be measured with arbitrary accuracy. However, there is in general an irreducible lower bound
on the uncertainty in the result of a simultaneous measurement of noncommuting observables.
Heisenberg’s relation is one such; however, Bialynicki-Birula and Mycielski [6], Deutsch [7],
and others [8] argued that, in a sense, the Heisenberg inequality is ‘too weak’ for practical
purposes, which led them to the establishment of information theoretic uncertainty relations.
In the entropic uncertainty relations the information entropy

H(p) = —/p(x)ln p(x)dx 4)

foragiven probability distributiop(x), serves as an accurate measure of uncertainties. Within
the context of Fourier theory, Hirschman [9] argued that (k) and+ (k) are related through
a Fourier transform

- 1 -
k) = d —ikx/h 5
0= / e My (x) (5)
then the following inequality holds:
H(y|?)+HAE?) > 1+In7. (6)

This inequality was proved by Beckner [10] and Bialynicki-Birula and Mycielski [6], and
it has been applied to a number of contexts in quantum mechanics. For example, one of
Bialynicki-Birula’s inequalities [11] takes the form

- AxAk
HAX(W(x)F)+HAk(|w(k>|2>>1—|n2—|n< xﬁ ) @)

where Ha,(p(x)) = =Y, p¥Inp), whose left-hand side is understood to have the
interpretation of [7] ‘uncertainty in the result of a measurementaridx’. Here, the notation
pX denotes the probability of finding the observalilén its ith interval Ax; of the spectrum.

He also extended the argument to cover an entropic uncertainty relation for angle and
angular momentum given by

A
HA¢(p$) +H,, (p’}i) > —In Z_:Tb 8)
where the probabilitiepy and p’; are given respectively byy = [,, d¢ lv (#)[2 and
P = lew|?, and the wavefunction

[e¢]

1 )
W(fﬁ) = ﬁ Z Cmelmq> (9)
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depends upon the angular varialieand its expansion coefficients, into the set of
eigenfunctions of/,. Analogous studies have also been made &gcBez-Ruiz [12], who
examined in detail the lower bound of the entropic uncertainty relation for angular momentum
variables, given by

. 2j—n* n*
H(J)+H(J,) > —1In [(ff) <cos2 g) ’ <sin2 g) } (10)

wheren* = [(2j + 1) sin?(8/2)] and B is the angle between the two axisindz’.

It is interesting to note that recently Steane [13] has extended the entropic uncertainty
relation in order to obtain a discrete form of uncertainty relation, from which he made a link
between basic quantum theory and the linear error correcting codes of classical information
theory. He considered a ‘binary’ basis called ‘basis 1’ and another basis ‘basis 2’ which is
obtained by rotating the original basis 1. Now, suppose a state can be written as a superposition
of M, of the product states of basis 1 and a superpositiol06f the product states of basis
2. Then, Steane’s inequality gives a lower bound on the product of these two numbers:

MM, > 2" (11)

wheren is the total number of ‘binary states’. Note that the analysis of Steane can be extended
to the context of angular momentum studied in [12]. Specifically, we obtaint

. 2j—n* ar) L
N.N. > {(ii) <co§ g) ’ <sin2 g) } ) (12)

For further details on entropic inequalities, we refer to the above-mentioned references. Here,
instead, we shall first review some recent developments in signal processing, then extend these
notions in order to obtain new discrete versions of the angular momentum uncertainty relations.

3. Fourier-based inequalities

Let us start by providing a number of standard definitions and theorems. The functions and
sequences used are all element& pbr I, with unit norm, unless otherwise specified. The
discrete Fourier transform of a sequerieg of length N is defined as

- X, € iwt/N (13)
W::o

and for the continuous Fourier transform, we have

Xo

o]

fw) = / dr f(r)e 2ot (14)

[e¢]

Now, we introduce two operato#d: and P,. The time limiting operatoP; is defined as

o =1/O reT 15
(FrHW=1 4 otherwise (15)
and the frequency limiting operatd, is
(Faf)0) = [ dod™ fw) (16)
Q

T This result was pointed out to us by the anonymous referdeRtiys. A: Math. Gen.



4924 D C Brody and B K Meister

whereT and Q2 are arbitrary measurable subsets on the real line. The norm of a bounded
operatorQ is defined to be

gl

IQll = sup 17)
geLy gl
with the L,-norm of a functionf given by|| f || = f dr | £(1)|%. It follows from Parseval's
identity that thel.2-norms of a functionf and its Fourler transfornt agree:| £ = || 1I.

We say that a functiorf is ez-concentrated |ﬂ f— PTf|| < er for areal numbeer and
similarly f is said to becg-concentrated iff f — PQf|| < €q. Hence if f is e7-concentrated
on a measurable s&tand f is e,-concentrated on a measurable Qetve have

If — PaPrfll < er +eq. (18)

Next, defining the operatap by (Qf)(#) = ffoooq(s, t) f (s) ds, the Hilbert—-Schmidt norm
of Q is then given by

00 o0 1/2
||Q||Hsz<f f drds|q<s,r)|2> : (19)

Note that the two norms are related b@ || < |1Qllus-

With these definitions at hand, we can verify that the Hilbert—Schmidt norkn &% is
given by || Po Pr 3,5 = ITIIS.

The proof is sketched as follows. First, we write the Hilbert—Schmidt noriudt; as

(PoPrf)(s) = / dow €71 / dr &2 £ (1)
Q T

= [T ( /Q ez"‘wf))f(r) (20)

so that(Pq Pr f)(s) = [ dt q(s, 1) f (1), whereg (s, 1) is defined as
/ O
Q

otherwise.
Then, the Hilbert—=Schmidt norm can be calculated to be

o0
||PQPT||%IS=fdr/ ds |g(s, |2
T —00

o .
Z/dt/ dw|19672mwt|2
T —00

= /TdtIQI =T (22)

where we have used Parseval’s identity, apdinotes the indicator function of the $et
Using the relation introduced above we are now in a position to note a number of
generalized uncertainty relations. First, we prove the following lemma for discrete functions.

q(s,t) = (21)

Lemma (Donoho and Stark). If the sequencegy, } of lengthN hasN, nonzero elements, then
{¥,} cannot haveV, consecutive zeros.

Let {y.} (t = 1,..., N,) denote the nonzero elements{ip}. Then, if we denote the
frequency interval under considerationby=1+1,...,1 + N, for somel € (0, N — 1), we
can write

8k = X4k = Z Yz (Zr)Hk (23)
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where z = exp[—27i/N - t]. Defining the matrixZ;, = (z,)**/+/N, the above relation (23)
can then be rewritten in vector notationgas= Zy. Sincey # 0 by definition, ifg = 0, then
the matrixZ must be singular. However, by definitiod,is anN, x N, Vandermonde matrix
which is known to be nonsingular [14], and hemcg 0, i.e.,{X,} cannot haveV, consecutive
zeros. A consequence of this lemma is the following theorem.

Theorem (Donoho and Stark). Suppose thatx,} is nonzero atV, points and thatx,} is
nonzero atv,, points. Then, the following inequalities hold:

N, N, >N (24)
N, +N, > 2JN. (25)

The proof for the first inequality follows directly from the above lemma, since a sequence
without gaps always has the correct number of nonzero elements to satisfy the inequality.
The second inequality follows immediately from the first, since for all positive numbers the
arithmetic mean is larger than the geometric mean.

A useful theorem for the continuous functions can be obtained by combining equation (18)
and the Hilbert—-Schmidt bound for the operator norm, and by use of the triangle inequality.

Theorem (Donoho and Stark).LetT and<2 be measurable sets on the real line, and suppose
there is a Fourier transform pait f, /) such thatf is er-concentrated orf” and f is €q-
concentrated oi®2. Then,

1QUT| > (1 — (er + €))% (26)

An analogous result can be obtained for the discrete cases, which will be discussed later.
We note that, in the case where the sBtand 2 are both single intervals, a sharper bound
was obtained by Slepian, Landau, and Pollak [16, 17]. They have shown that, in this case, the
norm || P, Pr|| is the largest eigenvalue of the operaferP; P, and the eigenvalue analysis
of this operator was studied.

4. Angular-momentum uncertainty relations

In this section we demonstrate that the discrete uncertainty relations above can be generalized
to provide discrete analogues of the standard angular momentum uncertainty relations, for
example,
o A e .
(ALYH (AT = ()% @7
Note that the averagé) depends upon the state of the system. Hence, if one chooses an
eigenstate of,, for example, then the right-hand side is jugf* /4.

As anillustration, consider now the situation where one observes an ensemble of polarized
spin particles with unknown polarization direction, but knows that all the particles are
identically prepared. These particles may be regarded, for example, as hydrogen atoms or
alkaline-earth metal atoms which do not exhibit the anomalous Zeeman effect. For simplicity,
we assume that the observer uses Stern—Gerlach devices with magnetic fields directed at angles
0,1 or 6, relative to thex-axis. The detectors are then screens alongthandf,-axes. Each
screen is divided into 2+ 1 intervals (i.e., one-dimensional boxes) whgis the highest spin
of the atom, which is assumed known. After observations of the ensemble (where the number
of particles is assumed to be 2; + 1) along, say, the direction of tlfg-axis, one obtains an
assignment of numbers to the respective boxes.
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Suppose that, as a result of the observations, one obtains a distribution sharply peaked
somewhere along thé,-axis. The commutation relations between angular momentum
operators imply the impossibility of simultaneously determining more than one component
of the angular momentum. Hence, if we measureftheomponent of the same atoms, we
intuitively expect to obtain a widely spread distribution. If the&eandd,) distributions were
related by a Fourier transform, then from the above arguments we would obtain

Ni-Na>2j+1 (28)

whereN; (i = 1, 2) denotes the number of nonzero elements (nonempty boxes) aloég the
axis. However, the spinor components with squared amplitudes defining these two distributions
are related by the following rotation matrix [15]:

) _ (J +m/)|(] — m,)l % ( E)’"""m ( B é)m,_m m'—m,m’+m
d, . (B) = [ Gl —m)l } coss sin P (cosp) (29)

rather than by a Fourier transform. Herejs the Jacobi polynomial
(-1" » L,
2np! (=)7L +x) dx”
and the angles in our case i9, — 61. Hence, it is not clear that an inequality such as (28)
should hold. However, in the following we shall prove that all the relevant submatri@%%iof
have nonvanishing determinants except for few valugsh#longing to a set of measure zero,
and hence, following the same argument as in the Fourier transform case, the above relation
(28) is indeed valid.

In order to prove this, we must first show that, for any fixed value’qthat is, a fixed row
of the matrixdnf/;,)l), anyj+1+m’ (im' = —j,...,+j) elements of the row are independent
functions. That is, all the 2+ 1 elements in the first row of the matrix are independent,
any 2j elements of the second row are independent, ghy-2 elements of the third are
independent, and so on. If this is the case, which we shall prove below, then all the relevant
submatrices are Wronskian matrices [14] of independent functions which are known to have
nonzero determinant. This implies that the distribution of the numbers alofAgthés cannot
haveN, consecutive zeros, and hence (28) follows.

Since we are interested in the determinants of the submatrices under consideration, we
omit some irrelevant parts, that is, parts common to the rows or to the columns, in expressions
(29) and (30). Performing a simple coordinate transformation frdmz = 1 + x, we obtain

j d’ j — i ; ’ | — i
O 2 J M A jem—kok 2j—k J=mY\ _jew—k
D G ISl B S G E (31)

k k

PP (x) = [(1— )™ (L +x)""] (30)

where} " denotes a summation with the restrictighg m’ > k andj —m > k, and we have
also omitted some irrelevant factorials. Now, for any fixed relywe denote the indices

of the arbitrary chosen columns in this row fay, wherei = 1, ..., j + 1 +m’. This labeli
corresponds to the labebreviously used in describing the Fourier transform. We then expand
this row into a matrix, denoted bg;,, by varying the labet, i.e.,

r; .
Bix = <kl) n=gmmizk
0 otherwise.

If we defineBix = ri(r; — 1)...(r; — k + 1)z", then B is nonsingular if and only i3 is.

However, B can be viewed as a Wronskian matrix for the monomial of paweMoreover,
B is nonsingular since; # rj fori # j. Thus, we have shown that ariy- 1 +m’ elements
in row m’ are independent, as required.
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The next step is to prove that the submatrix defined by an arbitrary 2ét nfimber of
columns and the same number of consecutive rowse.g./+1, ..., [+ N;) is a Wronskian
matrix of independent polynomials. However, this follows directly from (31). It is now clear
by the same arguments as those used above for the case of Fourier transforms that the spinor
components relative to tltg-axis cannot havé/, consecutive zeros. However, we are merely
interested in the nonzero elements of the probability distributions, which simply correspond
to the nonzero spinor components. Hence, we are led to the following result:

Theorem. Let N; be the number of nonzero spin-components of a gjmarticle in any given

one direction, and lelV, be the number of nonzero spin-components in a different direction.
Then, apart from a number of directions belonging to a set of measure zero, the following
inequality holds:

N1i-Np>2j+1 (32)

As a trivial extension, we can obtain the following bound for simultaneous measurements
of k different components of the angular momentum of the atoms.

Corollary. Let{N;} be the set of numbers of honzero spin-componeritglistinct directions.
Then,

Ni-Na...N¢ > (2j +1)F2 (33)

Note that, although the above proof follows for almost any amlén order that the
inequality be valid for the casg « 1, the required sample size must approach infinity. Also,
as mentioned above, the set of angles where the determinants of some submatrices vanish is
of measure zero. For example, it can be shown that the inequality (28) does not hold for any
nonzero spiry if the angleg = nr.

5. Bandlimited uncertainty relations

In the foregoing discussion, we have assumed an ideal situation where the number of particles
is large, and the observer can ascertain with sufficient certainty whether or not any particles
have arrived at any given box. Otherwise, we can block some of the detector boxes and confine
our attention to the particles passing through the remaining boxes. After these particles have
passed through the field of the Stern—Gerlach magnet in the first direction, we recombine the
beams and then measure the components in another direction. For such cases, as well as in
general, an approximate version of the above inequality is useful. We shall consider this for
both Fourier transforms and spinor rotations in the following discussion.

Again, we consider two distributiong, and f,, = > fn- I dyy IS @n element of
U (1), thenthisis just a discrete Fourier transform, arfilif(2), thenf,, denote the normalized
spinor components corresponding to one axis Ande those corresponding to another axis,
rotated by the anglg relative to one. We now define two projection operators, given by

e EC (34)
0 otherwise
and
ﬁﬂfn = Zd,;rmfm (35)
mes2

for some inde>A< set§ and Q. Thq sequencg, is said to beef-concentrated on an index
setT if |f — Prfll=>_,|fn — Prful < er,and similarly, f is eg-concentrated o8 if
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Nf— PQf|| €q. Therefore, iff is ey-concentrated off andf is eg-concentrated of2, we
have| f — PQPTf|| < erteq, Whence it follows thal Pq Pr|| > 1— e —eq. We now find an
upper bound for the norm o, Pr. Consider first Fourier transforms. In this case, the bound
can simply be obtained by introducing the Frobenius matrix npen2. = > ik Do Gmi Of
an operato@, which is defined b)Qfm = Gunfa-

Since the conventional norm of an operator satisfies the ineqlu@iﬂyg 101 F [5], we
now calculate the norrﬂwﬁT 139||F. In terms of the matrix elements, one obtains

PoPrfi =" qmfn (36)
with

Z le[lm (k—m)/N meT
qkm = m'eQ (37)
0 otherwise.

Using the Parseval's equality (i.e., the norm of an operator is the same as that of its Fourier
transform), the Frobenius matrix norm can easily be calculatﬁd’g.%”% = Ny - Nqo/N.
Hence, we are led to the following result.

Theorem (Donoho and Stark). Let {(f1), (f.)} be a Fourier transform pair with( f;) er-
concentrated on the index sBtand( f,,) eq-concentrated on the index set Let Ny and Ng
denote the number of elementsToand 2, respectively. Then,

Nr - Ng > N(1— (er + €))% (38)

Now, suppose we have a measurement that is restricted to tHe sentaining Ny
elements (boxes), from whicly can be evaluated. After choosiig, boxes for the second
measurement, we find an upper bound for the observed intensitgglgiven by

N7 Ng
N
assuming - (e7 +€q) > 0
Note that the above results (26) and (38) can be improved further by exploiting the fact
thatgy,, is a positive matrix, hence the Perron—Frobenius theorem can be applied to study the
largest eigenvalue of the matrix, with the result [18]

s (NT NNQ) > (1= (er +¢0))? (40)

whereS (x) is defined as (x) = 2Si(x) — 1 sin(x), with the sine integral $i) which admits
the power series expansion

l—en <

ter (39)

00 2n+1

. n X

Returning to the case of angular momentum, in terms of the matrix ele@gptgiven
in (29), one obtains

ﬁQﬁTfk = Z d]jm' Z dm’mfm

m'eQ meT

_ T

= 3 (X dhon ) 1
meT “m'eQ

= qumfm
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with
> dduin meT
qkm = m'eQ
0 otherwise.

The resulting bound obtained by the Frobenius matrix norm in this case is not sharp and thus
one must look into the possibility of using different methods. In particular, it is clear that
the norm depends not only upavy: and Ng but also upon the turning ange Moreover,

if 8 « 1, thenitis always possible to find an example where the above (38) does not hold.
Therefore, we restrict our attention to the cgse /2. In this case, the bound can easily be
obtained, by finding the largest element of the matrix, with the result

N
<NA/[2> N7 Ng (sing cosg) > (1— (e +€9))> (42)

6. Discussion

We have generalized the uncertainty relations that have previously been developed for Fourier
transforms t& U (2) transformations in order to derive discrete angular momentum uncertainty
relations. However, there are many possible applications within the framework of Fourier
transforms, including position—-momentum or time—energy uncertainty relations. While
conventional uncertainty relations assume that the concentrations of the function (distribution)
and its Fourier transform are on continuous intervals, the above results (24) and (25) are valid
for concentrations on arbitrary measurable sets. Moreover, as shown in [5] for the case of
Fourier transforms, the inequality (38) also holds for continuous functions. These inequalities
also have important applications to signal recovery in quantum communication theory and
guantum spectroscopy.

Another obvious application would be to discrete quantum mechanics [19], where
generalized uncertainty relations for Fourier theory discussed above can be applied without
any modification of the proofs. Also, these generalizations can be further extended to obtain
uncertainty relations on Lie groups, with obvious applications in the field of particle physics,
including measurements of discrete quantities such as isospin or hypercharge, etc. Such
extensions can be studied by using the Peter—Weyl theorem [20].
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